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 Abstract   

Purpose: The whitepaper is a comprehensive guide on global AI regulations, focusing on the 

EU AI Act as a pivotal framework. It analyses its impact on industries, outlines key 

guidelines, and compares global AI initiatives.  

Methodology: The whitepaper employs a detailed analysis of the EU AI Act, examining its 

stringent rules for AI ethics and safety. It also involves a comparative study of global AI 

initiatives to understand the broader landscape of AI regulations.  

Findings: The whitepaper finds that the EU AI Act inspires global standards for AI ethics and 

safety. It highlights businesses' compliance challenges and the need for responsible 

innovation to build consumer trust.  

Unique contribution to theory, practice, and policy (recommendations): Businesses 

should stay updated on evolving AI laws to ensure ethical AI use. The whitepaper offers 

insights into the regulatory landscape and practical compliance advice, suggesting that 

aligning global AI regulations with the strict standards of the EU AI Act could be beneficial. 

Keywords: AI regulations, EU AI Act, Ethical AI, Risk Management, Innovation, AI Ethics, 

Data Governance 
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Introduction  

The increasing importance of Artificial Intelligence (AI) regulations globally is transforming 

businesses across industries. According to the McKinsey Global Survey, around 65% of 

respondents from businesses report that they are regularly using Gen AI [1].  

 

Figure 1: Survey showing use of GenAI Cases [1] 

The marketing and sales function remains at the top reporting most commonly leveraged Gen 

AI use cases. From combating illegal wildlife trafficking and promoting afforestation through 

advanced data analysis to empowering families affected by autism with therapeutic AI [2], 

various sectors are leveraging AI’s transformative potential. In corporate finance, AI 

enhances predictive capabilities for loan risks. Moreover, AI-driven advancements are 

observed in warfare systems with a focus on reducing maintenance needs and enhancing 

efficiency.  

With the growing AI adoption, regulations come into play. As AI regulation tightens, 

businesses face both compliance challenges and opportunities to innovate responsibly. 

However, adherence to these regulations is critical to ensure ethical AI models and practices 

while gaining a competitive advantage in a rapidly changing global economy.  

Understanding the EU AI Act  

Background and Scope  

The European Union’s Artificial Intelligence Act (AIA) is the first-ever legislative framework 

regulating AI technologies across the EU. European Commission (EC) proposed the Act and 

sought to ensure AI systems are safe, transparent, and ethically aligned with EU values. AIA 

categorized the AI applications as per their risk levels and aims to impose stricter 

requirements on high-risk AI.   
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Vision  

The EU AI Act focuses on several key areas to ensure ethical and safe use of AI. It 

categorizes AI applications by risk levels including – high, low, or minimal risk. The Act 

ensures risk management, data governance, transparency, and human oversight to maintain 

accountability and trust in AI systems. Further, it aims to ban AI applications that violate 

fundamental rights, such as social scoring. Overall, it encourages the development of 

harmonized standards that support innovation.  

History  

The EU AI Act was initiated in February 2020 when the EC released a “White Paper on 

Artificial Intelligence” [15]. The EU leaders initiated the discussion in October 2020. In April 

2021, the commission officially proposed the AI Act. By December 2022, the EC agreed to 

begin negotiations with the European Parliament and reached an agreement in December 

2023. Finally, the European Parliament passed the law on 13th March 2023 and was approved 

by the EU Council on 21 May 2024 [3]. Currently, it is expected to be published as early as 

August 2024.   

Key Guidelines and Requirements 

The EU AI Act proposed the following guidelines and requirements:  

 

Figure 2: EU AI Act Guidelines and Requirements [15] 

 Minimal-Risk AI Systems: These include basic AI apps such as chess AI or photo 

filters. They need less regulation and transparency.  

 High-Risk AI Systems: These initiate guidelines and explanations on how the apps 

should work, disclose where they get the data from, and inform users that they are 

using AI.  

 Transparency for All Risk Levels: This ensures that the users understand how AI 

systems work, where data is retrieved from and how decisions are made. This helps in 

building trust, detecting biases, and holding the designers accountable for their AI’s 

fairness under the EU AI Act.  

Implications for Businesses 

The EU (European Union) AI (Artificial Intelligence) Act applies to various groups involved 

in AI like providers, deployers, importers, distributors, manufacturers of AI products and their 

representatives. The EU AI Act provides clear guidelines that help businesses understand 

what’s required by law, avoiding hefty fines—up to 7% of their yearly earnings or €35 

Low/minimal 

Risk
High Risk

Transparency 

Requirements
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million [4], if they don't comply. It also encourages fair and ethical use of AI. This results in 

boosting consumer trust by showing a commitment to AI safety and ethical practices. 

Comparative Analysis: Global AI Regulations 

Country-Wise Analysis  

Country/Region  Current Regulatory Landscape Other frameworks/initiatives  

EU -The EU AI Act sets rules for AI systems.  

-General Data Protection Regulations 

(GDPR) – privacy and security law 

-OECD AI principles framework [16].   

-UN AI Governance Framework  

United States There is currently no comprehensive 

legislation in the US which regulates AI.  

California Consumer Privacy Act (CCPA) 

assures customers to have control over their 

private information.  

-The Government Accountability Office (GAO) 

suggested an AI accountability framework [17] 

to view the operational aspects of AI systems.  

-California passed a bill in June 2024 

unanimously to prevent AI bots from replacing 

community college faculty [5].  

China  The Deep Synthesis Provisions were built in 

2019 to regulate and secure people from 

deepfake technologies and services.  

Personal Information Protection Law 

(PIPL) imposes strict controls on personal 

data handling, storage, and processing [18].  

Shanghai Regulations enacted in September 

2022 introduced sandbox supervision to allow 

companies to test and explore AI technologies 

within designated spaces first before publishing.  

 

India -There is no current AI regulation in India.  

-The government is planning to release an 

AI regulation framework by July 2024.  

IndiaAI Mission [6] is a national-level program 

launched for ethical AI development.  

Singapore -No specific laws that directly regulate AI.  

-The AI Singapore Community Code of 

Conduct introduces standards that have the 

right to remove content with unacceptable 

behaviour in the AI Singapore Community 

[7].   

-The National Artificial Intelligence Strategy or 

NAIS 2.0 launched to become a world leader in 

AI by creating a responsible AI ecosystem [8].   

Australia  -The Online Safety Act 2021 has been 

extended to include the safety rules related 

to AI-generated material [9].  

-The Department of Industry Science and 

Resources introduces Australia’s AI Ethics 

Principles such as fairness, reliability etc [10].  

Others  Canada – The Artificial Intelligence and Data Act (AIDA) forms part of Bill C-27 and 

is expected to regulate AI in Canada [11].  

 UK-  As per Deloitte, the UK Government has adopted a cross-sector and outcome-

based framework for AI regulation with 5 core principles [12].  
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Analysis of Contrasts, Similarities, and Differences  

The EU’s regulatory landscape with the EU AI Act and GDPR shows comprehensive rules, 

privacy, and ethical standards. In contrast, the US lacks comprehensive AI regulation, China 

focuses on controlling deepfake technologies, and other regions like India, Singapore & 

Australia have emerging or sector-specific AI regulations. However, it lacks the EU’s 

stringent, unified approach.  

It is important to note that both the EU’s GDPR and China’s PIPL emphasize strict controls 

on personal data handling [18]. A similarity is observed between the frameworks in the EU, 

Australia, and Singapore, including the principles of fairness, transparency, and reliability.  

There are significant differences as countries like India, Singapore and Australia are still 

developing their regulations or relying on specific ethical guidelines, whereas, the EU has a 

detailed regulatory framework and a unified approach.  

Industry-Specific Impacts  

The implementation of the EU AI Act will impact various industries as the first 

comprehensive regulator of AI:   

Healthcare 

In the healthcare industry, AI applications are present currently to diagnose and treat diseases 

like cancer. If considered ‘high-risk AI’, it will need to meet the regulatory requirements set 

by EU AI Act.  

Finance 

In Finance industry, chatbots and virtual assistants are heavily used which falls under 

‘low/minimal risk AI’ regulations. However, AI systems used for automated trading and fraud 

detection are classified as ‘high risk’. The clear distinction in risk systems will improve 

security and trust in financial settings.  

Mining/Logistics 

Basic tools which fall under the administrative tasks are categorized as ‘low-risk AI’. In 

contrast, AI applications for predictive maintenance of mining equipment are classified as 

‘high-risk AI’.  

Transportation  

The EU AI Act will regulate the AI for autonomous vehicles, categorized as high-risk 

systems, as it needs to adhere to strict standards to ensure the safety and security of the 

passengers. 
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Figure 3: Use cases of AI in Automotive industry [14] 

General Industry Impact  

The EU AI Act aims to create a balanced regulatory framework that protects users and at the 

same time encourages AI development. In general use, the act will ensure safety, 

transparency, and accountability by boosting user trust and adoption rate.  

Recommendations 

In the future, countries should follow the EU's lead in making fair AI rules which will focus 

on better security and privacy to protect people's data. 

New laws and regulations should require checks to find and fix unfairness in AI programs. As 

companies like AWS and Google Cloud develop AI chips, with their top clients like NVIDIA 

turning into competitors [13],  there is a need for AI regulation to keep the data centres 

protected.   

Recommendations include updating the EU AI Act to cover new AI technology, making strict 

rules for important fields like healthcare, and creating special rules for different industries 

like education and transportation.  

These steps will help us use AI safely and fairly worldwide.  

Conclusion  

Key Takeaway 

The EU AI Act sets a global benchmark, influencing other countries to introduce ethical AI 

regulations. Businesses will face compliance challenges, however, frameworks like the EU 

Act boost consumer trust and promote responsible AI innovation. Different industries, such as 

healthcare, finance, and transportation, will be affected uniquely. Future trends expect a wider 
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global adoption of ethical AI regulations and growing challenges in cloud services and AI 

chip compliance. 

Importance of Staying Informed and Proactive about AI Regulations  

Businesses need to stay informed on AI regulations. This helps them follow laws like the EU 

AI Act, avoiding fines and legal problems. Being proactive means using AI responsibly and 

earning trust. Predicting rule changes helps businesses stay ready for challenges and changes 

in the market. 
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