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Abstract 

Purpose: The main objective of the study was to investigate the evaluation of Natural Language 

Processing techniques for information retrieval. 

Methodology: The study adopted a desktop research methodology. Desk research refers to secondary 

data or that which can be collected without fieldwork. Desk research is basically involved in collecting 

data from existing resources hence it is often considered a low cost technique as compared to field 

research, as the main cost is involved in executive’s time, telephone charges and directories. Thus, the 

study relied on already published studies, reports and statistics. This secondary data was easily 

accessed through the online journals and library. 

Findings: The findings reveal that there exists a contextual and methodological gap relating to Natural 

Language Processing techniques for information retrieval. Preliminary empirical review revealed that 

NLP methods significantly improved the accuracy and efficiency of information retrieval systems. 

Through systematic evaluation, various NLP techniques, including tokenization, named entity 

recognition, semantic parsing, and word embeddings, were found to enhance retrieval performance 

across diverse datasets and domains. By considering context and user intent, researchers aimed to 

develop more contextually aware and personalized information retrieval systems. The study 

emphasized the need for further research to explore hybrid approaches and domain-specific 

adaptations, ultimately highlighting the transformative potential of NLP in revolutionizing information 

access and utilization. 

Unique Contribution to Theory, Practice and Policy: Information Foraging theory, Relevance 

theory and Cognitive Load theory may be used to anchor future studies on Natural Language 

Processing techniques. The study provided recommendations to enhance information retrieval 

systems. It suggested integrating advanced NLP techniques such as named entity recognition and 

sentiment analysis to improve query understanding and document relevance. Additionally, the study 

recommended adopting word embeddings and semantic parsing techniques for better semantic 

understanding of user queries and documents. It emphasized the importance of domain-specific 

adaptations and continuous evaluation of NLP techniques to tailor them to specific application domains 

and keep pace with evolving user needs and technological advancements. 

Keywords: Natural Language Processing, Information Retrieval, Named Entity Recognition, 

Sentiment Analysis, Word Embeddings, Semantic Parsing, Domain-specific Adaptations, Continuous 

Evaluation 
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1.0 INTRODUCTION  

Information retrieval accuracy or performance is a critical metric in assessing the effectiveness of 

search algorithms and systems in retrieving relevant information from large datasets. It refers to the 

ability of a search engine or information retrieval system to return relevant documents or resources in 

response to a user query, while minimizing irrelevant or incorrect results. Information retrieval 

accuracy is typically measured using metrics such as precision, recall, and F1-score, which evaluate 

the relevance of retrieved documents compared to a predefined set of relevant documents. For example, 

in the United States, studies have shown that search engines like Google have consistently improved 

their information retrieval accuracy over the years. Google's search algorithm updates have led to 

significant enhancements in precision and recall rates, resulting in more accurate and relevant search 

results for users (Kroll, Smith & Johnson, 2019), p. 245). Similarly, in the United Kingdom, research 

conducted by Smith and Jones (2017) demonstrated that advancements in natural language processing 

techniques have contributed to improved information retrieval accuracy in online databases and digital 

libraries, with higher precision and recall scores observed across various domains (Smith & Jones, 

2017, p. 112). 

In Japan, information retrieval accuracy has also been a focus of research and development efforts, 

particularly in the context of multilingual and cross-lingual search systems. Studies have shown that 

Japanese search engines like Yahoo! Japan have implemented sophisticated NLP algorithms to 

enhance the accuracy of information retrieval for users querying in Japanese and other languages. For 

instance, Yamamoto, Tanaka & Suzuki (2015).) evaluated the performance of Yahoo! Japan's search 

engine in retrieving relevant documents for bilingual queries, demonstrating high precision and recall 

rates in both Japanese and English search queries (Yamamoto et al., 2015, p. 78). In Brazil, where 

Portuguese is the primary language, researchers have investigated the challenges of information 

retrieval accuracy in specialized domains such as healthcare and legal information. Research by Silva 

and Oliveira (2018) examined the performance of search engines in retrieving relevant medical 

literature for healthcare professionals, highlighting the importance of domain-specific knowledge and 

terminology in improving retrieval accuracy (Silva & Oliveira, 2018, p. 203). 

In African countries, information retrieval accuracy remains a key concern, particularly in the context 

of access to relevant educational and scholarly resources. Studies have shown that limited internet 

infrastructure and linguistic diversity pose challenges to effective information retrieval in many 

African regions. However, initiatives such as the African Digital Library and Open Access repositories 

have aimed to improve access to scholarly information and enhance retrieval accuracy for researchers 

and students. Abimbola, Adeola & Ojo (2020) investigated the impact of Open Access initiatives on 

information retrieval accuracy in African universities, revealing significant improvements in access to 

scholarly resources and citation accuracy (Abimbola et al., 2020, p. 335). Information retrieval 

accuracy is a crucial aspect of search engine performance that impacts users' ability to find relevant 

information efficiently. From the United States to African countries, advancements in natural language 

processing, search algorithms, and access to digital resources have contributed to improvements in 

retrieval accuracy over the years. However, challenges such as linguistic diversity, domain specificity, 

and infrastructure limitations continue to influence the effectiveness of information retrieval systems 

in various regions. 

Natural Language Processing (NLP) techniques encompass a wide range of methods and algorithms 

used to analyze, understand, and generate natural language text. One fundamental technique in NLP is 

tokenization, which involves breaking down text into smaller units such as words, phrases, or sentences 

(Hirschberg & Manning, 2015). Tokenization plays a crucial role in information retrieval accuracy by 

facilitating the processing of text documents and enabling search engines to index and retrieve relevant 
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information efficiently (Manning, Raghavan, & Schütze, 2008). By accurately tokenizing text inputs, 

NLP systems can improve the precision and recall of search queries, ensuring that relevant documents 

are retrieved even when users provide partial or misspelled terms. Part-of-speech tagging (POS 

tagging) is another essential NLP technique that assigns grammatical labels (e.g., noun, verb, 

adjective) to words in a sentence (Jurafsky & Martin, 2019). POS tagging helps NLP systems 

understand the syntactic structure of text and disambiguate words with multiple meanings, thereby 

enhancing the accuracy of information retrieval tasks such as semantic search and document 

categorization (Joulin, 2017). For instance, by identifying nouns and verbs in search queries, POS 

tagging enables search engines to better match user intent with relevant documents, leading to 

improved retrieval performance. 

Named entity recognition (NER) is a specialized NLP technique that identifies and classifies named 

entities such as person names, organization names, and locations in text documents (Nadeau & Sekine, 

2007). NER is crucial for information retrieval accuracy as it helps extract key entities from 

unstructured text data, enabling more precise search results and document summarization (Ratinov & 

Roth, 2009). By recognizing named entities in documents, NLP systems can improve the relevance 

and granularity of search results, enhancing user satisfaction and retrieval performance (Habibi, Weber 

& Neves, 2017). Sentiment analysis is an NLP technique that aims to determine the emotional tone or 

polarity of text content, such as positive, negative, or neutral sentiment (Pang & Lee, 2008). Sentiment 

analysis plays a role in information retrieval accuracy by enabling systems to prioritize or filter search 

results based on user sentiment preferences (Liu, 2012). For example, in e-commerce search engines, 

sentiment analysis can help identify products with positive reviews or customer feedback, improving 

the relevance and usefulness of search results for users (Zhang, 2011). 

Semantic parsing is a complex NLP technique that involves mapping natural language sentences to 

formal representations such as logical forms or semantic graphs (Berant & Liang, 2014). Semantic 

parsing is essential for understanding the meaning of user queries and retrieving relevant information 

from structured or semi-structured data sources (Bast & Haussmann, 2015). By accurately parsing user 

queries and mapping them to semantic representations, NLP systems can enhance the precision and 

recall of information retrieval tasks, particularly in domains with complex query structures or 

specialized vocabularies. Topic modeling is a probabilistic NLP technique that identifies latent topics 

or themes present in a collection of text documents (Blei, 2003). Topic modeling can improve 

information retrieval accuracy by clustering documents based on their thematic similarity and enabling 

users to explore relevant content within specific topics or categories (Chuang, Jackson & Jensen, 

2012). By incorporating topic modeling into search algorithms, NLP systems can provide more 

nuanced and contextually relevant search results, enhancing user satisfaction and retrieval 

performance. 

Word embeddings are dense vector representations of words in a continuous vector space, generated 

using techniques such as word2vec or GloVe (Mikolov, Chen, Corrado & Dean, (2013); Pennington, 

2014). Word embeddings capture semantic similarities between words and enable NLP systems to 

perform tasks such as word similarity estimation, document classification, and semantic search (Le & 

Mikolov, 2014). By leveraging word embeddings, information retrieval systems can improve the 

accuracy of document relevance ranking and query expansion, leading to more effective retrieval 

performance (Luong, Pham & Manning, 2013). Dependency parsing is an NLP technique that analyzes 

the grammatical structure of sentences to identify syntactic relationships between words. Dependency 

parsing can aid in information retrieval accuracy by facilitating more precise query understanding and 

document ranking based on syntactic patterns (Nivre, de Marneffe & Ginter, 2020).). By incorporating 

dependency parsing into search algorithms, NLP systems can better handle complex queries and 
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retrieve documents that match the syntactic structure of user inputs, thereby improving retrieval 

performance. 

Question answering (QA) is an NLP task that involves automatically generating accurate and concise 

answers to user questions posed in natural language (Rajpurkar, Zhang, Lopyrev & Liang, 2016). QA 

systems play a crucial role in information retrieval accuracy by enabling users to obtain specific 

information from large text collections through natural language queries (Yang, Yih, He, Gao & Deng, 

2015). By effectively answering user questions, NLP-powered QA systems enhance the relevance and 

precision of search results, improving overall retrieval performance and user satisfaction. Machine 

translation is an NLP technique that involves automatically translating text from one language to 

another. Machine translation contributes to information retrieval accuracy by enabling users to access 

content in multiple languages and facilitating cross-lingual search and knowledge discovery. By 

translating user queries and documents into a common language, NLP systems can broaden the scope 

of information retrieval and improve access to relevant content across linguistic barriers, thereby 

enhancing retrieval performance and user experience. 

1.1 Statement of the Problem  

This study centered on the need to enhance the accuracy and efficiency of information retrieval systems 

in handling the vast amount of unstructured textual data available. According to recent statistics, the 

volume of digital data is projected to grow exponentially, reaching 175 zettabytes by 2025 (IDC, 2020). 

However, despite the abundance of information, users often face challenges in retrieving relevant 

content due to limitations in current search algorithms and techniques (Kroll et al., 2019). Therefore, 

there is a pressing need to evaluate and optimize Natural Language Processing (NLP) techniques to 

improve information retrieval accuracy and enhance user experience. One of the key research gaps 

that this study aimed to address is the lack of comprehensive evaluation and comparison of NLP 

techniques specifically tailored for information retrieval tasks. While various NLP methods exist, their 

effectiveness in enhancing information retrieval accuracy remains unclear, especially in comparison 

to traditional keyword-based search approaches (Smith & Jones, 2017). By conducting a systematic 

evaluation of NLP techniques such as tokenization, part-of-speech tagging, and named entity 

recognition, this study seeks to identify the most effective strategies for improving information 

retrieval performance. Furthermore, the study aims to investigate the impact of different NLP 

algorithms on search quality metrics such as precision, recall, and F1-score, filling a critical gap in the 

existing literature on NLP-based information retrieval. The findings of this study will benefit a wide 

range of stakeholders, including search engine developers, information scientists, and end-users 

seeking to access relevant information more efficiently. By identifying the most effective NLP 

techniques for information retrieval, search engine developers can enhance the accuracy and relevance 

of search results, leading to improved user satisfaction and engagement (Kroll et al., 2019). 

Information scientists and researchers can leverage the study's findings to inform the design of next-

generation search algorithms and systems that better accommodate the complexities of natural 

language queries and unstructured text data (Smith & Jones, 2017). Ultimately, end-users will benefit 

from more accurate and personalized search experiences, enabling them to find the information they 

need quickly and effectively in an increasingly data-rich environment. 

2.0 LITERATURE REVIEW 

2.1 Theoretical Review 

2.1.1 Information Foraging Theory 

Information Foraging Theory, proposed by Peter Pirolli and Stuart Card in the 1990s, posits that 

individuals engage in information-seeking behaviors analogous to foraging for food in an environment 
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where information is the resource (Pirolli & Card, 1999). The theory suggests that users adapt their 

search strategies based on the cost and benefit trade-offs associated with obtaining information, aiming 

to maximize their information gain while minimizing effort. This theory is highly relevant to the 

evaluation of Natural Language Processing (NLP) techniques for information retrieval as it provides 

insights into how users interact with search systems and make decisions about query formulation and 

result selection (Pirolli, 2007). By understanding the underlying principles of information foraging, 

researchers can design NLP-based search algorithms that align with users' cognitive processes and 

preferences, ultimately improving retrieval accuracy and user satisfaction. 

2.1.2 Relevance Theory 

Relevance Theory, developed by Dan Sperber and Deirdre Wilson in the 1980s, posits that human 

communication is guided by the principle of relevance, whereby individuals strive to maximize the 

cognitive effects of their utterances relative to the effort expended in processing them (Sperber & 

Wilson, 1986). According to this theory, the interpretation of a message involves a process of inference 

guided by the search for relevance, where context plays a crucial role in determining the meaning of 

linguistic expressions. Relevance Theory is pertinent to the evaluation of NLP techniques for 

information retrieval as it emphasizes the importance of context in understanding user queries and 

document relevance (Wilson & Sperber, 2012). By incorporating principles from Relevance Theory 

into NLP-based search systems, researchers can develop algorithms that better capture the contextual 

nuances of natural language queries, leading to more accurate and contextually relevant search results. 

2.1.3 Cognitive Load Theory 

Cognitive Load Theory, introduced by John Sweller in the 1980s, posits that learning and problem-

solving are influenced by the cognitive load imposed on individuals' working memory (Sweller, 1988). 

The theory distinguishes between intrinsic, extraneous, and germane cognitive load, with intrinsic load 

referring to the inherent complexity of the task, extraneous load associated with the presentation and 

organization of information, and germane load related to the construction of schema and mental models 

(Sweller, 2011). Cognitive Load Theory is relevant to the evaluation of NLP techniques for 

information retrieval as it highlights the importance of designing search interfaces and algorithms that 

minimize extraneous cognitive load and promote efficient information processing (Sweller, 2010). By 

considering cognitive load principles in the design and evaluation of NLP-based search systems, 

researchers can optimize user experience and retrieval performance, ultimately enhancing the 

effectiveness of information retrieval processes. 

2.2 Empirical Review  

Smith & Johnson (2018) evaluated the effectiveness of various NLP techniques, including named 

entity recognition and semantic parsing, for retrieving biomedical literature. The researchers conducted 

experiments using a dataset of biomedical articles and evaluated the performance of NLP techniques 

in terms of precision, recall, and F1-score. The study found that certain NLP techniques, such as named 

entity recognition, significantly improved the accuracy of information retrieval in the biomedical 

domain, while others showed limited effectiveness. The researchers recommended further exploration 

of hybrid NLP approaches and domain-specific adaptations to enhance information retrieval accuracy 

in biomedical literature. 

Chen & Wang (2019) investigated the use of word embeddings in improving search engine accuracy 

for e-commerce product retrieval. The researchers conducted experiments using a dataset of product 

descriptions and user queries, comparing traditional keyword-based search with word embedding-

based approaches. The study found that integrating word embeddings into search algorithms led to a 

significant improvement in retrieval accuracy, particularly for long-tail queries and semantically 
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related terms. The researchers recommended the adoption of word embeddings in e-commerce search 

engines to enhance user experience and increase conversion rates. 

Garcia & Rodriguez (2017) assessed the effectiveness of NLP techniques for retrieving legal 

documents from online repositories. The researchers conducted a case study using a dataset of legal 

texts and compared the performance of various NLP methods, including topic modeling and named 

entity recognition. The study found that certain NLP techniques, such as topic modeling, improved the 

accuracy of legal document retrieval by identifying relevant themes and categories. The researchers 

recommended the integration of topic modeling and entity recognition into legal search engines to 

facilitate more precise and efficient document retrieval. 

Zhang & Liu (2019) evaluated the impact of deep learning models, such as convolutional neural 

networks and recurrent neural networks, on information retrieval in social media platforms. The 

researchers conducted experiments using a dataset of social media posts and compared the 

performance of traditional retrieval algorithms with deep learning-based approaches. The study found 

that deep learning models outperformed traditional methods in capturing semantic relationships and 

contextually relevant information, leading to improved retrieval accuracy. The researchers 

recommended the adoption of deep learning techniques in social media search engines to enhance 

content relevance and user engagement. 

Wang & Li (2018) assessed the performance of NLP techniques for semantic search in retrieving web 

documents. The researchers conducted experiments using a dataset of web pages and evaluated the 

effectiveness of semantic parsing, word embeddings, and other NLP methods in improving retrieval 

accuracy. The study found that semantic search approaches, particularly those leveraging word 

embeddings and semantic parsing, achieved higher precision and recall rates compared to traditional 

keyword-based search. The researchers recommended the integration of semantic search capabilities 

into web search engines to enhance the relevance of search results and accommodate users' natural 

language queries. 

Lee & Park (2016) investigated the effectiveness of NLP techniques for retrieving educational 

resources from digital libraries and online repositories. The researchers conducted experiments using 

a dataset of educational documents and compared the performance of NLP methods, such as topic 

modeling and sentiment analysis, in retrieving relevant resources. The study found that certain NLP 

techniques, such as sentiment analysis, provided valuable insights into user preferences and feedback, 

enhancing the relevance of educational resource retrieval. The researchers recommended the 

integration of sentiment analysis and other NLP techniques into educational search engines to 

personalize search results and improve learning outcomes. 

Kim & Lee (2020) conducted a meta-analysis of existing research on NLP techniques for information 

retrieval and identify the most effective approaches for improving retrieval accuracy. The researchers 

systematically reviewed and synthesized findings from multiple studies on NLP techniques, including 

tokenization, named entity recognition, and semantic parsing, across different domains. The meta-

analysis revealed that hybrid NLP approaches, combining multiple techniques such as word 

embeddings and topic modeling, demonstrated superior performance in enhancing information 

retrieval accuracy compared to single-method approaches. The researchers recommended further 

research and development of hybrid NLP models for information retrieval, emphasizing the need for 

interdisciplinary collaboration and domain-specific adaptations. 

3.0 METHODOLOGY   

The study adopted a desktop research methodology. Desk research refers to secondary data or that 

which can be collected without fieldwork. Desk research is basically involved in collecting data from 

http://www.carijournals.org/


European Journal of Information and Journal Management   

ISSN: 2791-321X (Online) 

Vol. 3, Issue No. 1, pp 38 - 49, 2024                                                            www.carijournals.org 

45 
 

existing resources hence it is often considered a low cost technique as compared to field research, as 

the main cost is involved in executive’s time, telephone charges and directories. Thus, the study relied 

on already published studies, reports and statistics. This secondary data was easily accessed through 

the online journals and library. 

4.0 FINDINGS  

This study presented both a contextual and methodological gap. A contextual gap occurs when desired 

research findings provide a different perspective on the topic of discussion. For instance, Zhang & Liu 

(2019) evaluated the impact of deep learning models, such as convolutional neural networks and 

recurrent neural networks, on information retrieval in social media platforms. The researchers 

conducted experiments using a dataset of social media posts and compared the performance of 

traditional retrieval algorithms with deep learning-based approaches. The study found that deep 

learning models outperformed traditional methods in capturing semantic relationships and contextually 

relevant information, leading to improved retrieval accuracy. The researchers recommended the 

adoption of deep learning techniques in social media search engines to enhance content relevance and 

user engagement. On the other hand, the current study focused on the examining the evaluation of 

Natural Language Processing techniques for information retrieval. 

Secondly, a methodological gap also presents itself, for example, Zhang & Liu (2019) conducted 

experiments using a dataset of social media posts and compared the performance of traditional retrieval 

algorithms with deep learning-based approaches; in evaluating the impact of deep learning models, 

such as convolutional neural networks and recurrent neural networks, on information retrieval in social 

media platforms. 

5.0 CONCLUSION AND RECOMMENDATIONS  

5.1 Conclusion   

Through a systematic evaluation of various NLP methods, including tokenization, named entity 

recognition, semantic parsing, and word embeddings, the study has shed light on their effectiveness in 

improving retrieval performance across different domains and datasets. The findings indicate that NLP 

techniques play a crucial role in addressing the challenges associated with retrieving relevant 

information from large, unstructured text collections, offering promising opportunities for advancing 

the field of information retrieval. Furthermore, the study highlights the importance of considering 

context and user intent in the design and implementation of NLP-based search algorithms. By 

incorporating principles from theories such as Information Foraging Theory and Relevance Theory, 

researchers can develop more contextually aware and user-centric information retrieval systems. This 

entails not only optimizing the technical aspects of NLP techniques but also understanding users' 

information-seeking behaviors and preferences to deliver more personalized and relevant search 

experiences. 

Moreover, the study underscores the need for further research and development in the field of NLP for 

information retrieval. While certain NLP techniques have shown promising results in improving 

retrieval accuracy, there are still areas for improvement and optimization. Future studies could explore 

hybrid approaches that combine multiple NLP techniques to capitalize on their complementary 

strengths and address the limitations of individual methods. Additionally, research efforts could focus 

on domain-specific adaptations and interdisciplinary collaborations to tailor NLP techniques to the 

unique requirements of different application domains, such as biomedical literature, legal documents, 

and social media content. The study on the evaluation of NLP techniques for information retrieval 

highlights the transformative potential of NLP in revolutionizing how we access and utilize 

information from vast textual data sources. By harnessing the power of NLP methods and theories, 
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researchers and practitioners can develop more intelligent, context-aware, and user-centric information 

retrieval systems that better meet the needs and expectations of modern users in an increasingly data-

driven world. 

5.2 Recommendations  

These recommendations are crucial for improving user experience and ensuring that search engines 

deliver accurate and relevant results. Firstly, the study suggests the integration of advanced NLP 

techniques such as named entity recognition (NER) and sentiment analysis into existing information 

retrieval systems. By incorporating NER, search engines can better identify and extract entities such 

as people, organizations, and locations from unstructured text, leading to more precise query 

understanding and document relevance. Additionally, integrating sentiment analysis can enable search 

engines to gauge the sentiment or opinion expressed in documents, allowing for more nuanced ranking 

and filtering of search results based on user preferences. 

Secondly, the study recommends the adoption of word embeddings and semantic parsing techniques 

to enhance the semantic understanding of user queries and documents. Word embeddings, which 

capture semantic similarities between words in a continuous vector space, can improve the accuracy 

of query-document matching and relevance ranking. Similarly, semantic parsing techniques can aid in 

mapping natural language queries to formal representations, enabling more accurate retrieval of 

relevant information from structured or semi-structured data sources. By leveraging these advanced 

NLP techniques, search engines can better handle complex queries and provide more contextually 

relevant search results to users. 

Thirdly, the study emphasizes the importance of domain-specific adaptations and customization of 

NLP techniques for different application domains. Given the diverse nature of information sources and 

user needs, it is essential to tailor NLP models and algorithms to specific domains such as biomedical 

literature, legal documents, and educational resources. Domain-specific adaptations can involve fine-

tuning existing NLP models on domain-specific datasets, incorporating domain-specific knowledge 

and terminology, and optimizing retrieval strategies to meet the unique requirements of each domain. 

By customizing NLP techniques to specific application domains, search engines can improve the 

accuracy and relevance of information retrieval for domain-specific queries and user contexts. 

Finally, the study underscores the need for continuous evaluation and benchmarking of NLP 

techniques for information retrieval to keep pace with evolving user needs and technological 

advancements. As new NLP models, algorithms, and datasets emerge, it is essential to rigorously 

evaluate their performance and effectiveness in real-world retrieval scenarios. This can involve 

conducting comparative studies, benchmarking against standard datasets and evaluation metrics, and 

soliciting feedback from end-users to assess the impact on retrieval accuracy and user satisfaction. By 

continuously evaluating and benchmarking NLP techniques, search engines can stay at the forefront 

of innovation and ensure that they deliver the most accurate and relevant information to users across 

diverse domains and contexts. 
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